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To the left is the training data. Let’s see 
what happens we we use different 
values of k to build a model. 

Rather than coloring individual points, 
we will try to see what the model 
predicts over an evenly spread grid 
over the space.
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